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Abstract

It is well known that trellis coded modulation
schemes using multidimensional constellations for
PSK and QAM have a number of advantages over the
more common two dimensional schemes [1], [2]. A new
representation of CPM signals in multiple time slots
is obtained by using parallel transitions of the trel-
lis structure and memoryless mapping. Specific opti-
mum outer convolutional encoders of two consecutive
full response 4-CPFSK with modulation index 1/4 are
achieved by application of the set partition approach.

1 Introduction

Rimoldi [3], [4] showed that the generation of a
continuous phase modulation (CPM) waveform can be
decomposed into a time invariant continuous phase en-
coder (CPE) and a time invariant memoryless mod-
ulalor (MM). This decomposition of CPM makes it
possible to consider the CPE and the MM separately.

This paper proposes a new construction which
is designated as the N-consecutive phase encoder
(NCPE), and is designed to function with an MM.
This construction generates an aphabet of N consec-
utive full response CPM signals. With a simple C} 'E,
onc signal from an alphabet of 29 signals is used to
transmit ¢ — 1 bits per time interval with a trellis-
coded modulation (TCM) scheme of rate (g — 1)/g.
With NCPE, one signal from an alphabet of 2¥¢ sig-
nals (which takes N time intervals) is used to transmit
Ngq - 1 bits every N time intervals with a TCM scheme
of rate (Ng —1)/Ng i.e, NCPE makes it possible to
design a higher rate binary pre-encoder. Specifically,
instead of adding one redundant bit every time slot
of the CPM system, one redundant bit is added every
N time slots. As a special case, this paper consid-
ers a trellis encoder for two consecutive 4-ary continu-
ous phase frequency shift keying (CPFSK) signals. In
Section 3, wc present an NCPE trellis structure and
corresponding memoryless modulator for the consecu-
tive CPFSK signals. In Section 4, set partitioning of
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the two consecutive full response 4-ary CPFSK signals
that diverge from the same state is presented. ‘I'he pre-
encoder design is made for the 2 to 16 states by using
this set partitioning. We obtain a 5.2 to 7.5 dB power
gain over the uncodcd 4-ary CPFSK full response sys
tem,

2 Representation of CPM

CPM is a modulation scheme which carries infor-
mation in the phase. We define the CPM waveform
as

s(t, a) 2 \/%f—cos(%rfot—l—d)(t,a) + o), (1)

where the information-carrying phase is

=]
$(t, @) £ 27h S aif(t - iT), 120 (2)
=0
£ is the symbol energy, and the parameter  is referred
to as the modulation indez. Generally and practically,
h is a rationa number, which wc represent as

a K

where K and P arc relatively prime positive integers.
The information sequence {e:} in (2) is from an M-ary
alphabet, and is given by

A
a:(O’Oyal) 02,...),
o € {F1,E3, 45, F(M -~ 1)}, M even, i >0 (4
The phase offset ¥o will be assumed time invariant.

For the full response CPFSK case, the phase response
J(t) can be expressed as

a0 <0
L 121, 0<t< T (5)
12, t>T



Phases that differ by an integer multiple of 27r are, of
course, physically indistinguishable.

To enhance understanding of CPM and have the
same set of candidate states (see below) for every sym-
bol time (nT"), Rimoldi [3] introduced and defined a
tilted phase version of CPM as:

s(t, a) & \/:27—{ cos (27 f1t 4 ¥(1, a) 4 ¥0), (6)
where
(i, o) 2 4(t, a) + Th(M — 1)t/T ©)

is a non-negative monotonically increasing phase func-
tion, with a carrier frequency defined aa

h

hes . (M - 1), ®)

If we now let {#i}be the tilted information sequence

u; € {0,1,2,...,M -1}

wi & (as + (M - 1))/2,
©)

and
1874 nT, (|0)
then the tilted phase, ¥(,u) can be expressed as
n-1
V(r+ 717", u)= 2xh Z u; + dnhu, f(7)
=0
+ mh(M — 1)% - 2xh(M - 1) f(7),
0<r<T (11)

The first term in (11) represents the state (which is
from an alphabet that is expanding in size) of the
waveform at time n7"; the second term describes the
information-bearing phase variation during the nth
time period, and is independent of the state of the
waveform. In that sense, the tilted phase CPM is time-
invariant. The phase variations from the remaining
terms in (11) keep ¥(7r + nT, u) > 0.
A mod 27 or physical tilted phase is now defined as
Y(r+nT,u) Emody, [¥(r + 0T, U)], 0<7<T,
(12)
where modg[y] denotes y¥ modulo 8; ¥(7+ nT, u) is
now constrained to the interval [0, 27).
Let V;, represent the present state, which is de-
fined as the modulo P accumulation at timen7' of the
data input symbols from time O to (n -- 1)7', namely

n-—1
Vo & mody fi‘j u,.] (13
=0
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Figure 1: (a): trellis for simple CPE with M=4 (b):
trellis for NCPE

where P is the integer in the denominator ! of the
definition of hin (3). In addition, wc define the vector
X £ [Vi, un] (14)

to represent the present state, V,, duc to al previous
data symbols, and the present data symbol, u,.The
modulated signal over the time interval [n7',(n+ 1)2)
can be expressed as

s(r +nT, X,)

\/?:-,gcos(%rfl (7 + nT) + ¥(7, Xn) + ¥o),
0<T<T (15)

1

with fyas defined in (8).

Consequently the next state, Vn41, will be repre-
sented by the present state, V;,, and the present input,
Up, i.e. Vny1 =V, -t- u, from (13), The signa in (15)
depends on the present state V,, and the present input
U,at time nT.

3 CPE, NCPE and Memory-

Ilcss Modulator

We can now design the CPE which generates the
waveform in (15) for the transition from the present
state Vi in (13) to the next state, V4,1, using the in-
put u, (see [3]). Figure I(a) shows the state trellis
structure of the CPE for the case of the full response
CPM with modulation index I/M, where M = 4. By
combining N time slots together, wc can make the

" TWhen K -1, the ;l:allcst change iN phase during the baud
time T is (2~ /P) radians.
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Figure 2: System configuration for uncoded 2 consec-
utive 4-ary full response CPFSK with paralel inputs.

state trellis structure for an arbitrary windows of NT'
seconds in Figure 1 (b) for M = 4. This trellis struc-
ture in Figure I(b) can be implemented by the NCPE
(N consecutive continuous phase encoder). There are
MN branches leaving each state, which can be viewed
as M bundles (which are represented by bold lines in
Figure I(b)) and each bundle has MN-I branches so
that each bundle represents MN=1 paralle transitions.
Each branch specifics an N consecutive CPM signal
over NT sec. Therefore, each branch in Figure 1(b)
can be represented by an (N 4 1 ) dimensiona vector
whose elements arc from the set, {O, 1,23, . . .. M-l}.
In this paper we concentrate on the two consecutive 4-
ary CPFSK waveform i.e. N =2, M = 4, and h=1/4.
Figure 2 shows an uncoded 4-ary CPFSK waveform
generator which is composed of a 2 consecutive con-
tinuous phase encoder (2CPE)(Box A) and an MM
(memoryless modulator) (Box B).

To denote the phase variation during two time in-
tervals, another representation of the physical tilted
phase is introduced:

Yy (14 mT,Yy)

mody, [ EVi 4 TR 1],

R 7"0d2:[ ';‘(Vm + um,O) + %y’%‘l(r - 7'$]Il
ifT<r<2m,
where A n

|z] denotes the largest integer which is not greater
than z, and

Y“, Q(Vn.,um,o,um,x),

(18)
The three dimensional vector, Y,,, consists of the state
a time 2mT:V,,, the input data symbol at time 2m7"
Un,0, and the input data symbol at time (2m + 1)7"
Uyu,1. Vi is represented by the summation of the data

Vs Um,0,Um,1 € {O, 1,2,3} .

symbols from time O to (2rn - 1)7°. The next state,
V41, is determined from V*,, upm,0, and um 1, (i.€,
V41 = Voo + up 0+ up ). The feedback encoder
in Box A in Figure 2 generates the state transition
of the physical tilted phase in (16), which is repre-
sented by the trellis in Figure I(b), where N = 2. In
addition, serial data symbols, up ,and ¥m,1, are con-
verted to parallel data symbols applied to the 2CPE
at time 2m7'. Finaly, the output waveforin during
time period [2mT,2(m+ 1)7') is generated by the MM
(memoryless modulator), and is given by

p(r4+m7’,Yy)

—f-\‘.-\/ %E cos(2n f (7 +m1”) -t ¥2(7,Yn) + PO),
O<71<T, (1.9)

where p(r + ml”, Y, ) denotes a modulated waveform
over two time intervals and 7¢ = 27'. The memoryless
modulator (MM) generates the 64 different waveforms
which depend on the vaue of Yy,.For each state (V,),
there arc 16 possible waveforms based upon the par-
allel input data vector (4m,0,%m,1).

For the realization of MM, it is convenient to de-
compose (15) into in-phase and quadrature compo-
nents,

p(r + M, Y)2I(r 4+ mT", )1 (r + mT")
+Q(T +mT", Yo )®q(7 + mT7)20)
where
I(r+mT", Yn,)é\/zﬁcos Y(r +m7’, Y.)
QT +m7", Y,,.):e\/i?Tsin V(r -Fm1")Y,,) (21)
and
Op(r + 77)7")2\/1_/"2- cos[2n f1(7 + m7") + o)
To(r+ m’]"):é.» V1/2sin[2n f1(T 4 mT") + po]22)

4 Set partitioning and Pre-

encoder Design

It is our goa in this section to design a binary pre-
encoder so that more states arc added to the states
of CPE. To design a pre-encoder, it is convenient to
change the CPE of Figure 2, which has feedback, into
an equivalent encoder (scc [6]) without feedback. The
equivalent encoder, shown in Figure 3(a), has two 4-
ary inputs, and three 4-ary outputs which are repre-
sented by the elements of the vector Z,,:

Zm £ (Zm0, 2m1, Zmz)y  2mi€ {0, 12,3}, (23)
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Figure 3: (a): 2CPE without a feedback (b): binary
representation of 2CPE (c): trellis structure of 2CPE

where
Zm,0 = Vim
A
Zm,1 = mod4[-—um,1]
Zm,2 A moda[Vy, + tm,0 - Um,1], (24)

where Vi, tm,0, and upm,1 is defined in (18) as ele-
ments of Y,,. There is a one to one correspondence
between Z,,, and Y,,; therefore, an output signal in
the time period [mZ”, (m + 1)T") can be decided by
the vector Z,, by the relations shown in (16), (19),
and (24). Precise] y, 2m,0 Of Z,, denotes the state of
2CPE at time m7”, zm,2 denotes the next state at time
(m+ 1)7” ,and z,,,; denotes a branch in the parallel
transition of four branches (which is represented by a
bold line in Figure 3(c) where each bold line represents
four branches). This 2CPE is changed into a binary
encoder and binary-to-4-ary converters as shown in
Figure 3(b).

10 partition the set of 2CPE waveforms in (19),
the squared signal space distance should be calculated.
Anderson [7] has derived the squared signal space dis-
tance, d2, between two signals, s(I(t) and s(®(¢),
in (15) during the time interval [n7', (71 4 1)2’) when
fi1>>1/T, namely

d;, (S(). S(2))
{ 2(1 _ 8inAW¥.41~sin A\P..),if A\I’n+l ?{ AV

25)

AV 41—-A¥n

2(1 — cos AV,,), otherwise ,
where AV,, denotes the phase difference of two signals
s and s(®, a time nT. The squared distance of the
signals during two time intervals, is expressed by the
sum of the squared distances in (25) for each time
interval. The squared distance of each t:mc interval
is derived as a function of AYp=Ym'- Y2, where

Y(l) and Y(z) arc vectors which represent two possible
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Figure 4: Set partitioning of 2 consecutive 4-ary
CPFSK signas

signals pM (7 -t mI’") and p® (7 4+ mT"). Therefore,
the squared distance during two time intervals is a
function of the difference vector, AY,,, of two vectors
which represent the two candidate signals,

(AY'") dml(AYm) -+ d 2(Aym) (26)

"l

where

d127|1 ( AYm)
2(1 in 3(AVem+Aupm,0)-sin £ AV,
FAup,o '
= if Aum,o #0 (27)
2(1 —cos $AVm,0),
if Atm o= O

and

diy (AYn)

sin £(AVp,+Atmo0tAtm,1)-8in Z(AVm+-Aum,

2(1+

— if A‘Um’l #0O
2(1— cos %A(Vm + Um,O),

if Aup,1 =0

%Aum.l

where AY, = (AVn, Aumo, Aup,1). Also, dg,
and dn2 represent the signal space distance during
[2mT, (2rn + 1)7') and [(2m + 1)T", 2(rn + 1) T"), respec-
tively.

Figure 4 shows the set partitioning of signals which
diverge from the same state of 2CPE. For convenience
in representing the waveforms in (19), each of the 16
candidate signals is represented by onc path from a
state at m7” to a state at (m <+ 1)2'" through an inter-
mediate state a (2rn + 1)7". In level 1, Ai represents
the 16 different signals which diverge from each state
i € {0, 1, 2, 3} (Figure 4 is an example when i = O).
The signals in A are successively partitioned into 2, 4
and 8 subsets of size 8, 4 and 2 respectively, which have
progressively larger minimum intradistances (which is

D) ),
(28)



the distance between two signals in the same subset).
The partition is made so that the minimum squared
intradistance within each partitioned signal subset is
maximum and the sets of squared intradistances for
the partitioned signal subsets in each level are equal.
In Figure 4, for example, the signal set resulting from
each partition is denoted by the Cartesian product
(eg. O x (0O, 2) x (O, 1,23) in Ao,denotes the set
{(0,0,0),(0,0,2) (O, 0,2),(0,0,3),(0,2, 0),(0,2,1),(0,2,2),
(0,2,3))). Each vector represents Z,, as defined in (23)
and (24). The sguared intradistance set for the signals
in A. is {0.727£,1.454¢&,2.0€, 2.7278, 4. 0, 4.4248,
4.8496, 5.2738, 5.6978, 6.0€, 7.273 S}, based on the
calculation of (26) with (27) and (28). We separate
Ao into two subsets in order to exclude the squared in-
tradistance values: 0.727€ and 1.454€, by separating
the signals with these squared distances, into difter-
ent subsets. In level 2 the squared intradistance set is
{2.0€,2.727&, 4. 0, 4.424&, 5.697&, 6.0}, where the
minimum squared intradistance is 2.0£. We partition
the level 2 sets by separating signals whose squared
distance is 2.0€ or 2.727&. The resulting signals in
level 3 have the sguared distances {4.0£,5.697&,6.0€}
where the minimumsquared intradistance is 4.0€. The
last partitions eliminate the sguared distances 4.0€
and 5.692&, so that the minimum squared intradis-
tance of level 4 subsets is 6.0&.

Figure 6(a) shows the trellis structure for the pre-
encoder state transition. We have assigned the level 3
subsets to parallel transitions and the level 2 subsets
to the trellis branches leaving from the same state.
The pre-encoder shown in Box A of Figure 6(b), is
designed to implement the trellis structure shown in
Figure 6(2). The least significant bit, z();, of Zm,1de-
termines the state of the encoder as well as the subset

from the level 2 subsets in Figure 4. The least signif-

icant bits (i.e. ead‘fz,,(,”] ) of the elements in Aoo arc

O and the least significant bits (i.e. each z{),) of the
elementsin Ail are 1. Therefore we have made a con-
nection between the output of the delay element and
z,(,:),,. and realized the pre-encoder with a systematic
Jeedback encoder (see [6]). In order to find the encoder
which has the largest free distance d},", a computer
search was used for all the possible connections be-
tween the binary summer, repr((agented by @, and the
three binary input lines (ZS,.",ll),zm.z»zy‘n,é)) and the feed-
back line (;Sj,{‘_). The best encoder (Figure 6(b)) we

found shows that zf,',)'._,e[)zfn"",)e)zf,',)l decides the next

state of the prc-encoder, and the level 3 subsets in
Figure 4 show that 2, @™ @ (D, determines the

m,2 1 m,
subset to which Z,,, bel ongs.m’l‘he path corresponding
to d}," is the path denoted by the encoder output
(0,2,1) and (1,0,0) shown in Figure 6(c). Wc found
that d?,_,, = 6.424413%. The power gain over the un-

Jree

codcd 4-ary CPFSK is5.2 dB, and the power gain over

Table 1: Summary of d7,,, and Power Gain

number of d}"e Gain over Gain over
states Uncoded 4CPFSK | Uncoded 3CPFSK
2 6.424413¢ 5.2047 dB 3.3071 dB
4 8.000000£ | 6.1573dB | 4.2597dB |
8 8.907042 | 6.6237dB | 4.7261dR
16 10.848826¢& 7.48023 dB 5.5826 dB

_ Table 2: Bandwidth Comparison.
NieWaraitsd 4CPFSK | Uncoded 4CPFSK | Uncoded 2CPFS

1 0.76 1.5

the uncodcd 2-ary CPFSK is 3.3 dB where normalizing
with respect to the bit energy, and where we assumed
the use of Viterdi decoding (see [5]).

Figure 7 shows the 4 state case. The level 4 subsets
were assigned to parallel transitions in tbc pre-encoder
in Box A. Figures 8 and 9 show the 8-state and 16-state
cases respectively. Table 1 summarizes the d}ru and
power gain that is achieved with these structures.
Table 2 shows the bandwidth comparison. Because of
the use of 3/4 rate coding, our system requires more
bandwidth than the uncodcd 4-ary CPFSK waveform
to get the same data transmission rate.

By assuming high SNR, asymptotic bit error proba-
bility has been evaluated for the two state trellis coded
two-consecutive 4-ary CPFSK with a coding rate of
3/4, and the uncodcd 4-ary CPFSK based on the d%,,,

results in Table 1 (see [8]):
a2
Ne(djree) Jree

Pi(e) zN;,(frame) Q( 2N, ), (29)

where Q(.) is the Gaussian integral function, Ne(dyree)
is the number of erroneous bits in the path corre-
sponding to dy,.., and Ny(f rame)is the number of
transmitting bits in one signal frame. In Figure 5, we
present the simulation results and asymptotic values
of bit error probability for the uncoded case and the
2-state coded case. Based on the simulation results,
e.g., a P» = lo-‘there is an improvement of 4.3 dB
in bit SNR. Based on the asymptotic anaysis result,
the improvement is about 5.2dB at high bit SNR (in
Figure 5 and ‘I’able 1).

5 Conclusion and Discussion

In Rcferenccs [4] and [9], several encoders for 4-
ary CPFSK systems whose rate is 1/2 were designed.
These have power gains from 3 d B to 7.63 dB over the
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